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Introduction. With the development of technology, 
the environment of professional and creative musical 
activity has undergone transformations, among 
which the emergence of the phenomenon of “music 
production” is quite significant. Music production is a 
process that, relying on technology, covers the entire 
cycle of creating a musical composition – from the 
generation of an artistic idea to its sound embodiment, 
i.e., it includes composition, arrangement, recording, 
editing, mixing, and mastering (processing and 
adapting the finished audio track to different playback 
conditions) (Collins, 2014).

In the context of professional training for 
future Masters of Musical Art, knowledge of music 
production technologies is becoming increasingly 
relevant, given the popularity of musical compositions 
generated in this area of contemporary musical 
creativity. Accordingly, a pressing task in the field of 
music education is to prepare future professionals for 
effective creative work in a technologically mediated 
professional environment (Ovcharenko et al., 2021), 
by ensuring their awareness of music production 
technologies.
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Artificial intelligence in music production:  
prospects for preparing future masters  
of musical art for creative activity  
in a modern professional environment

The article is devoted to the problems of integrating artificial intelligence (AI) technologies into 
the digital music production cycle and its significance in the context of professional training of 
future Masters of Musical Art. The aim of the study is to trace the evolution of AI models from 
early connectionist and rule-based systems to modern transformer-based architectures, to 
characterise the factors influencing their applicability in professional workflows for generating 
musical material, and to determine their advantages and limitations in terms of preparing 
future Masters of Musical Art for successful creative activity in the modern professional envi-
ronment.
Research methods included retrospective analysis of key stages in the development of AI 
models, comparative analysis of recurrent neural networks, variational autoencoders, genera-
tive adversarial networks, and transformer-based systems, as well as a synthesis of literature 
using interdisciplinary sources in the fields of computer music, cognitive science, and music 
pedagogy.
The results showed that AI in music production has evolved in line with a sequential process 
of developing new generations of models: from early symbolic systems to deep generative 
architectures and multimodal text-to-music conversion technologies. With each stage of 
model improvement, music producers gained new tools for creativity, but significant limitations 
and shortcomings that remain to this day necessitate the training of professionals to critically 
evaluate and adapt generated material integrated into digital audio workstations (DAW). The 
main prospects for preparing future Masters of Musical Art for creative activity in a modern 
professional environment are the need to acquire technological literacy, adaptability in work-
ing with generated material, and the ability to interact with AI in the format of joint creative and 
critical awareness of technological and artistic limitations. The prospect for further research 
is to determine the essence and functions of specific skills of future Masters of Musical Art to 
successfully engage in creative activity in a modern professional environment, implementing 
a cycle of music production using AI technologies.
Keywords: artificial intelligence, music production, digital audio workstations (DAW), deep 
learning models (RNN, VAE, GAN, Transformer), training of future Masters of Musical Art, 
technological literacy.

A distinctive feature of modern music production 
is the transfer of the cycle from analogue studios 
to digital platforms, where almost all stages of the 
process can be performed “in the box” (ITB), i.e. 
entirely on a computer and its software environment, 
without the use of external (analogue) equipment for 
signal processing (Collins, 2014).

The ability to perform the entire music production 
cycle “in the box”, as opposed to the “out of the box” 
format (where the audio signal is output from the 
computer to external mixers, processed, and then fed 
back in), is closely associated with the emergence 
of digital audio workstations (DAW). DAWs are 
software environments for music production that allow 
multitrack recording, MIDI sequencing, audio editing, 
mixing and mastering in a single interface.

The main factor that once ensured the 
multifunctionality of DAWs was the integration of 
plugins (such as VST, AU, AAX), which replaced 
external compressors, equalisers, reverbs, etc. in the 
cycle of creating and processing musical material. 
Today, the tools and plugins of the most popular DAW 
environments (such as Ableton Live, Logic Pro, FL 
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Studio, Pro Tools, Cubase, etc.) differ slightly from 
each other (for example, in terms of operating system 
compatibility), but they all perform the general function 
of a DAW: they provide the producer with a modular 
environment with virtual instruments and effect chains 
for creating and processing sound for the entire music 
production cycle.

Thus, a distinctive feature of DAW architecture is 
the ability to integrate third-party tools and instruments. 
Today, in addition to plugins (VST, AU, AAX), artificial 
intelligence (AI) technologies are increasingly 
integrated into DAWs (Collins, 2014; Giuliani et al., 
2023; Sterne & Razlogova, 2021). 

Literature review. A review of the literature showed 
that research on AI technology in music production 
focuses primarily on the development of new models 
or proposals for improving existing ones in the context 
of expanding their generative capabilities. Early work 
in this area was devoted to the study of connectionist 
creativity using AI technology. P. Todd’s work (Todd, 
1989) had a significant influence in this context. Todd 
set out to investigate whether connectionist (inspired 
by biological neural networks) models could mimic 
aspects of human musical thinking. To this end, the 
scientist used neural networks to generate short 
melodic fragments and then analysed whether the 
technology actually exhibited behaviour similar to 
musical creativity. However, Todd’s research was 
aimed at both studying cognitive processes and 
inventing technologies for creating music.

Further research focused on inventing technology 
for generating musical material using neural network 
models capable of independently identifying stylistic 
characteristics and patterns and generating musical 
sequences on this basis (Mozer, 1994; Eck & 
Schmidhuber, 2002). With the advent of deep learning 
technology and, accordingly, more multilayered 
artificial neural network (ANN) models, models for 
musical composition based on latent space models 
and adversarial algorithms have been developed. 
Among these, the most suitable for use in professional 
music production are those capable of generating 
results in MIDI format, as this allows for further editing 
in a DAW to improve quality, eliminate errors, and 
enable creative adaptation (Roberts et al., 2018).

A significant shift occurred with the advent of 
transformer technology, which allowed ANN models 
to use a “self-attention” algorithm to identify and 
systematise a variety of musical characteristics and 
generate complex and lengthy musical sequences 
based on this “knowledge” (learned relationships) 
(Huang et al., 2018).

Music education research emphasises the 
important role of training future professionals in the 
field of musical art who are able to respond flexibly 
to the needs of the modern labour market. To this 
end, it is proposed to introduce interdisciplinary 
models of liberal arts into the educational process, 

such as courses in musical composition using 
technology (Rastrygina, 2020). The need to develop 
the technological competence of future professionals 
in the field of music education is also emphasised, 
which should be based on appropriate awareness 
of innovative technologies and the skills and abilities 
to apply them in music teaching (Ovcharenko et al., 
2021).

Overall, the analysis of the literature showed 
that a relevant direction in music education is the 
preparation of future professionals for the creative 
use of technologies to ensure consistency between 
university education and employment prospects. Along 
with this, the music production industry is popular and 
rapidly developing in the modern professional and 
creative music environment. At the same time, the 
process of introducing AI technologies plays a key 
role in this industry. This process is evolutionary, and 
each of its significant milestones corresponds to the 
emergence of new classes of ANN models. Today, 
there is a noticeable evolution from connectionist 
models to those based on deep learning technology 
and transformer-based architecture (Vaswani et al., 
2017; Tiwari, 2025). It has also been clarified that 
models capable of generating results in symbolic 
format (e.g., MIDI) retain higher adaptability for DAW 
workflows, while audio generators offer a higher level 
of complexity and conditional realism of musical 
material, but do not provide the ability to edit music 
after generation, which reduces the usability of such 
models in professional “in the box” music production 
(Civit et al., 2022; Collins, 2014).

Purpose of Article. Purpose of the article is to 
explore the evolution of artificial intelligence technolo-
gies in music production using digital audio worksta-
tions (DAW), examining the methodological and tech-
nological shifts that have shaped modern AI-based 
musical instruments, and assessing their advantages 
and limitations in the context of determining the pros-
pects for preparing future Masters of Musical Art for 
successful creative activity in the modern professional 
environment.

Research Methods. To achieve the research 
objective, a number of methods were applied that 
made it possible to study the factors influencing AI 
technology on work processes in the field of music 
production. In particular, the retrospective analy-
sis method made it possible to trace the historical 
development of AI models from rule-based systems 
to state-of-the-art deep learning models with trans-
former-based architectures. Comparative analysis 
was used to evaluate the advantages and limitations 
of different model families in terms of their potential to 
contribute to tasks in the music production cycle. In 
turn, the structural-functional analysis method made it 
possible to clarify how different models process music 
data and how this affects their practical application in 
DAWs. 
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To determine the prospects for preparing future 
Masters of Musical Art for creative activity in the 
modern professional environment, associated with 
the growing popularity of such a type of creativity as 
music production, as well as the rapid development 
of AI technologies and their integration into this type 
of activity, and the technological limitations associ-
ated with this process, a synthesis of the results of 
the analysis of scientific publications in such areas 
of research as music pedagogy, computer music and 
algorithmic composition, artificial intelligence and 
machine learning, neurocognitive science and music 
psychology, as well as other interdisciplinary reviews 
at the intersection of musicology, AI research and 
audio engineering.

Results & Discussion. The evolutionary pro-
cess of AI technology development in the context of 
its application in music production unfolded from the 
stage of its functioning as isolated prototypes, i.e., 
programmes that generated music by executing a 
limited set of rules created by humans. Developers 
manually coded the compositional logic – for exam-
ple, chord sequences, rhythmic patterns, etc. – which 
the system applied step by step. One of the founda-
tions of early algorithmic (rule-based) music produc-
tion was probabilistic grammar method (Quick, 2016).

Grammar in the context of musical composition is 
a set of rules for combining elements of musical lan-
guage, in particular sounds – into intonation, phrases, 
chords – into harmonic structures, durations – into 
rhythmic patterns, etc. In language, grammar deter-
mines which sequences of words are “acceptable”. 
In music, grammar can determine which intervals, 
rhythms, or harmonic structures can follow one 
another. Probabilistic grammar, in turn, is an algorithm 
that adds a set of probabilities for the technology to 
execute each rule. For example, instead of determin-
ing the mandatory use of the dominant after the tonic 
(e.g., literally “after the C chord, only G is allowed”), 
the algorithm contains instructions such as “after the 
chord C with a probability of 0.6, G follows, with a prob-
ability of 0.3 – F, and with a probability of 0.1 – Am”; 
this provides “controlled randomness”, which allows 
AI to generate several different pieces while adhering 
to a single stylistic trend (Quick, 2016).

For example, in an early music project, the com-
position Illiac Suite for String Quartet (Hiller & Isaac-
son, 1979) was created entirely by AI using stochas-
tic (probabilistic) rules to determine pitch, rhythm, 
and harmony. Later systems formalised this using 
stochastic context-free grammars or Markov chains, 
which are essentially simplified probabilistic gram-
mars. These algorithms allowed for diversity and 
originality through the “surprise” effect, but were still 
very limited, as they followed a series of pre-written 
rules step by step without adapting the probabilities 
of choice to the input data (Wei et al., 2025; Zhao et 
al., 2025).

The next significant step in the development of AI 
in a broad sense, and in particular in music produc-
tion, was the invention and spread of artificial neural 
network (ANN) technology in the 2000s and 2010s. 
ANNs are mathematical models programmed to func-
tion in a generalised context somewhat similar to 
the neural system of a biological brain – that is, to 
form connections between themselves, activating in 
response to information (signals) received from out-
side by “weighing” its significance. In the process of 
such hierarchical information analysis, “artificial neu-
rons” (essentially mathematical functions) are com-
bined into layers that gradually, step by step, trans-
form the input data, determining increasingly abstract 
characteristics (LeCun et al., 2015). Fundamental 
to the work of ANNs is the process of regulating the 
weighting mechanism using algorithms that minimise 
the error between predicted and target results based 
on data examples created by the programmer. This 
process is conventionally referred to as “machine 
learning” (ML) (LeCun et al., 2015).

The integration of ML technology into the field of 
music production involved self-tuning in the weighting 
process by reducing prediction error with a focus on 
a set of purposefully selected music data. The first 
neural network models to perform these functions 
were recurrent neural networks (RNN). RNNs are a 
class of artificial neural networks designed to process 
sequential data. They store information from previ-
ous steps and use it to influence future results, mak-
ing them suitable for modelling time-dependent data 
such as speech and music (Lipton et al., 2015). How-
ever, RNN technology had certain limitations, partic-
ularly due to the complexity of supporting long-term 
dependencies, which motivated the development of 
improved variants such as long short-term memory 
(LSTM) networks (Lipton et al., 2015).

LSTMs were developed to overcome the difficulties 
encountered by standard recurrent networks when 
storing information from long sequences. In particu-
lar, they introduced memory cells and control mecha-
nisms that regulate the flow of information, allowing 
relevant context to be retained and irrelevant details 
to be discarded. This design made LSTMs more suit-
able for modelling long-term structures such as musi-
cal sequences (Hochreiter & Schmidhuber, 1997). For 
example, Eck & Schmidhuber (2002) applied LSTM 
to jazz improvisation, demonstrating that a neural 
network is capable of modelling musical material that 
continues given melodies and predicts chords while 
maintaining stylistic consistency. However, these sys-
tems were unable to model long-term structures and 
required special coding, so they could not be used in 
DAW (i.e., “in the box”).

The same drawback – the inability to integrate 
with DAW – was also characteristic of more advanced 
models based on deep learning technology (2010s). 
However, it should be noted that the capabilities of 
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deep learning technology have caused a real revo-
lution in the field of music production. While mod-
els based on machine learning (not deep learning) 
required manual configuration (characteristics such 
as tempo, intervals, intonation, and harmony were 
determined by researchers and integrated into an 
algorithm, which then studied musical patterns based 
on these characteristics), deep learning made it pos-
sible to create models that independently extracted 
characteristics directly from the input data. Thus, this 
technology contributed to the emergence of so-called 
multilayer neural networks, in which the lower layers 
study simple elements (e.g., short note patterns), and 
the upper layers combine them into more abstract 
representations (e.g., harmonic sequences). In music 
production, this technology made it possible to “train” 
models by providing them with raw MIDI files and 
even audio recordings as input data, allowing them 
to identify characteristics on their own. Thus, with the 
help of AI, complex musical structures (in terms of 
stylistic correspondence, phrasing, timbre, etc.) were 
generated that would have been too difficult to code 
manually (LeCun et al., 2015).

Among the advanced deep learning models devel-
oped in the 2010s are:

Variational autoencoders (VAE) – this type of model 
compresses data into a simplified but systematic 
“internal representation” and then reproduces it in its 
original form. The systematised structure on which 
VAE is based allows both the reproduction of input 
data and the creation of new variations based on 
stored information (Kingma & Welling, 2013);

Generative adversarial networks (GAN) – their 
functioning is based on the interaction of two models 
that work in opposition to each other – one creates 
new material, and the other checks how well this mate-
rial corresponds to certain characteristics. Thanks to 
this competition, the system gradually improves until 
the generated results become indistinguishable from 
the benchmark. GANs are used to create convinc-
ing images, sounds, and music, although it should 
be noted that their training process can be unstable 
(Goodfellow, 2014).

A striking example of the application of deep learn-
ing technologies in music production is the Google 
Magenta project (2016), which created music gen-
eration tools such as MelodyRNN, PerformanceRNN, 
and MusicVAE. These models made it possible to cre-
ate more original and artistically vivid musical mate-
rial, but their use was mainly academic and required 
technical infrastructure. In particular, they could not be 
used as plugins or instruments integrated into DAWs 
and required programming or command line inter-
faces or Python code. Also, they were typically trained 
on small datasets, producing short MIDI sequences 
covering only a few bars (Roberts et al., 2018).

Thus, the next step in the evolution of AI in music 
production was the creation of tools based on deep 

learning models integrated into commercial services, 
and into DAWs. Among such tools are: LANDR (auto-
matic mastering); Amper Music (AI-based soundtrack 
generation); iZotope’s Neutron & Ozone (machine 
learning for mixing/mastering within DAW) (Sterne 
& Razlogova, 2021; Simpson & Groff, 2023; Hatem, 
2023).

However, a fundamental breakthrough in music 
production and, at the same time, a radical paradigm 
shift led to the invention and integration of transformer 
architecture models into ANN (Vaswani et al., 2017). 
Unlike RNNs, which process data step by step, trans-
formers rely on a self-attention mechanism that allows 
the model to consider all positions in the sequence 
simultaneously. By calculating the relevance of each 
token to every other token, the self-attention mecha-
nism allows long-term dependencies to be modelled 
without repetition. Also, simultaneous processing of 
all positions (parallelisation) allows the model to be 
trained on very large datasets (Tiwari, 2025). Finally, 
positional encoding adds information about the order 
of the sequence, compensating for the lack of recur-
sion (Paleti, 2024).

The transformer architecture has proven to be 
much more effective for music generation because 
it can capture global context (e.g., harmonic struc-
ture, phrase-level coherence) while simultaneously 
processing fine details (note timing, dynamics). This 
technology has been rapidly adopted in music gener-
ation systems such as Music Transformer, which uses 
relative positional encoding to model long musical 
sequences (Huang et al., 2018); MuseNet, trained on 
various MIDI datasets and capable of creating com-
positions using multiple instruments and in different 
styles (MuseNet, 2019); Jukebox, which combined 
transformers with hierarchical VQ-VAE to generate 
raw audio in various genres with vocal content (Dhari-
wal et al., 2020).

An important achievement enabled by transformer 
technology is the ability to generate music based on 
a text query (Agostinelli et al., 2023). Thanks to its 
ability to learn from paired data, the model has gained 
the ability to find correlations between text descrip-
tions and musical patterns. For example, introduc-
ing a description such as “relaxing piano music” and 
corresponding musical data (MIDI or audio) during 
the training process allows the model to learn how 
words correlate with musical characteristics such as 
tempo, intonation, dynamics, timbre, etc. During infer-
ence (generation), the user provides a text query, and 
the model generates music that statistically matches 
the characteristics comparable to the descriptions 
obtained during training. An example of such a model 
is MusicLM with a text-to-music transformer system 
that generates long, coherent audio tracks based on 
text queries (Agostinelli et al., 2023).

However, despite the rapid pace of evolution of 
AI‑based technologies in music production, only a few 
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systems are currently suitable for use by professional 
music producers. The main problem is the prevalence 
of so-called “end-to-end models”, which accept user 
requests and return finished musical material in the 
form of audio signals that cannot be processed (e.g., 
WAV, MP3 files). Consequently, although this mate-
rial may sound quite realistic, it cannot be edited – no 
changes can be made to the melody, instrumenta-
tion, rhythm, etc. In addition, generators of such audio 
often leave unwanted artefacts, such as noise, distor-
tion, or unnatural textures, which are not easy to fix 
due to the closed nature of the system. In contrast, 
artificial intelligence models that output results in sym-
bolic format (e.g., MIDI files) offer greater adaptability. 
Such results can be imported into a DAW and edited, 
making them more suitable for use in professional 
music production (Zhao et al., 2025).

Thus, to date, most AI tools for music production 
are designed primarily to replace human creativity 
rather than to support it. Even systems such as Gen-
erative Audio Workstations (GAW), which attempt to 
incorporate generative AI into music production work-
flows, are typically offered as standalone services, 
making it impossible to integrate them directly into 
existing software. One notable exception is Lamb-
DAW, a new GAW developed on top of the commer-
cial workstation Reaper, which was created with the 
primary goal of providing seamless integration of pro-
gramming into the workstation itself. As for other tools 
for composition and performance, systems such as 
GEDMAS and Musical Mosaicing can be mentioned, 
as well as other types of co-creative applications such 
as Reflexive Looper and Flow Machines (Giuliani et 
al., 2023, p. 4).

It should also be noted that the artistic characteris-
tics of music generated by artificial intelligence tech-
nologies are still far from evoking the emotions that 
can be elicited by compositions created by humans 
and performed by live musicians. These shortcom-
ings are particularly noticeable when AI generates 
musical material intended to imitate classical music 
and the sound of acoustic instruments. Conveying the 
nuances of agogics, dynamics, and timbre, which are 
conditioned by human perception and emotions, is 
still an unattainable level for generative technological 
creativity and, at the same time, an ambitious goal 
that inspires researchers to invent new algorithms for 
training artificial neural networks.

Thus, analysis of the literature has made it possible 
to identify two key trends in the contemporary profes-
sional music creation space, particularly in the field of 
music production: 1) the evolutionary development of 
the functional capabilities of the technologies involved 
in its cycle, in line with the stages of introduction of 
increasingly new and technically advanced classes of 
ANN models; 2) the decisive role of the adaptability of 
music material generated by technological means for 
integration into professional work processes. These 

trends also determine the prospects for preparing 
future Masters of Musical Art for creative activity in 
modern conditions. Among these prospects, the fol-
lowing should be identified:

–– technological literacy – future professionals in 
the field of musical art must be familiar with AI-based 
music production tools. The evolution from recurrent 
neural networks (Eck & Schmidhuber, 2002) to multi-
layer generative models such as VAE (Roberts et al., 
2018) and GAN (Yang et al., 2017) illustrates how rap-
idly the technological landscape is changing and how 
important it is to ensure that future professionals have 
a basic knowledge of these tools and their potential 
for use in contemporary forms of musical creativity, 
such as composition, sound design and music pro-
duction;

–– adaptability as a professional skill – An important 
factor influencing the artistic outcome of compositional 
creativity using AI is the format in which the musical 
material is generated. For example, material in sym-
bolic format (e.g., MIDI) is much better suited for use 
in DAW workflows than audio files, which cannot be 
edited (Mitra & Zualkernan, 2025). Consequently, 
effectively preparing future Masters of Musical Art for 
creative work in the music production cycle requires 
teaching them to identify and utilise such adaptability 
while being aware of the specific limitations of current 
technology;

–– creative partnership with AI – a significant draw-
back of most modern generative systems used in 
music production is their focus on replacing rather 
than supporting human creativity (Giuliani et al., 
2023), which determines the expediency of forming 
in future Masters of Musical Art a value-based atti-
tude towards live creativity, participation in composi-
tional creativity through technology, and the desire to 
organise the music production cycle as a co-creative 
partnership using, for example, systems such as Flow 
Machines and MusicVAE, which provide opportuni-
ties to use AI to generate ideas, variations or accom-
paniments, while leaving artistic responsibility to 
the human creator;

–– critical analysis and assessment of artistic qual-
ity – musical material generated by AI-based sys-
tems often has significant shortcomings, such as 
undesirable sound artefacts (Zhao et al., 2025) and, 
in general, the quality of compositions (in particular, 
parameters of form, dynamics, intonation, harmonic 
structure, etc.) does not always meet the criteria 
of stylistic authenticity and artistic value. This neces-
sitates preparing students to use these systems from 
the perspective of critical analysis of musical material 
based on a established system of specific evaluation 
criteria.

Conclusions. The retrospective analysis shows 
that the integration of artificial intelligence technology 
into “in the box” music production is an evolutionary 
process. Early systems relied on fixed rules written by 



107ISSN 2786-8079 (print), 2786-8087 (online)

  ПІВДЕННОУКРАЇНСЬКІ МИСТЕЦЬКІ СТУДІЇ  АКТУАЛЬНІ ПРОБЛЕМИ МИСТЕЦЬКОЇ ПЕДАГОГІКИ

programmers, which allowed them to generate simple 
melodies and harmonies. Significant improvements 
came with the invention and implementation of artificial 
neural network (ANN) technology in music production, 
in which algorithms themselves determined the 
characteristics and adjusted the parameters of 
the generated musical material based on musical 
examples. This made it possible to imitate a certain 
artistic style, but with limited ability to analyse and 
create long musical structures.

With the advent of deep learning technology, the 
architecture of ANN models became much more 
multilayered, with each layer gaining the ability to 
further transform the input data. Through several 
levels of abstraction, the identified characteristics 
of individual musical elements in such models 
are combined into increasingly complex abstract 
structures, allowing patterns to be generalised, 
creating internal representations that reflect 
broader concepts such as mode, intonation, stylistic 
correspondence, etc.

A new era in the evolutionary development of 
AI was marked by the emergence of transformer 
architectures. Unlike recurrent networks, which 
process data step by step, transformers use a self-
attention mechanism that considers all elements of a 
sequence simultaneously and determines how they 
are related to each other. This design allows for the 
identification of long-term dependencies, scaling 
to very large data sets, and parallel processing of 
information. In music production, transformers have 
made it possible to generate coherent compositions 
with a stable structure, multi-instrumental musical 
material, and create music based on text queries.

However, despite the rapid development of AI 
technology, issues such as limited user control in end-
to-end models, undesirable artefacts in generated 
audio that cannot be processed or corrected, and the 
high resource requirements of modern models still 
hinder the widespread adoption of this technology 
in professional music production. In this regard, 
further research should focus on developing hybrid 
and interactive approaches that balance computing 
efficiency and creative adaptability and enable AI to 
function in collaboration with humans in professional 
music production.

The study identified a number of prospects in the 
context of preparing future Masters of Musical Art for 
creative activity in a modern professional environment. 
In particular, it was found that the changing space 
of professional and creative activity in the field of 
music production using AI technology requires the 
acquisition of appropriate technological literacy. 
The latter includes awareness of the peculiarities 
of the functioning of tools used to generate musical 
compositions, in particular AI technologies, which 
have significant potential to expand the possibilities 
of musical creativity. Another important perspective 

is the development of adaptability as a professional 
skill that ensures the ability to recognise, create and 
apply formats of musical material that are optimally 
adapted for creativity in music production, and to 
develop the ability to organise work with AI as a 
creative partnership. The latter involves using AI to 
generate ideas, variations or accompaniments, while 
being aware of one’s own responsibility for the artistic 
result, the ability to evaluate which also constitutes 
a perspective on the need to develop an appropriate 
system of criteria for future Masters of Musical Art.

Thus, the priority direction for further research is to 
determine the essence and functions of the specific 
skills of future Masters of Musical Art to successfully 
engage in creative activity in a modern professional 
environment to implement a cycle of music production 
using AI technologies. 
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Стаття присвячена проблемі впровадження технологій штучного інтелекту (ШІ) 
до циклу цифрового музичного продакшну та її значущості в контексті професійної 
підготовки майбутніх магістрів музичного мистецтва. Мета дослідження – просте-
жити еволюційний розвиток моделей штучного інтелекту від ранніх конекціоніст-
ських і заснованих на правилах систем до сучасних архітектур на основі трансфор-
мерів, охарактеризувати чинники, що впливають на їх застосовність у професійних 
робочих процесах генерації музичного матеріалу, визначити їхні переваги й обме-
ження у проєкції перспектив підготовки майбутніх магістрів музичного мистецтва 
до успішної творчої діяльності в сучасному професійному середовищі. Методи дослі-
дження включають ретроспективний аналіз ключових етапів розвитку моделей 
штучного інтелекту, порівняльний аналіз рекуррентних нейронних мереж, варіацій-
них автокодувальників, генеративних змагальних мереж і систем на основі транс-
формерів, а також синтез літератури з використанням міждисциплінарних джерел 
у галузі комп’ютерної музики, когнітивних наук і музичної педагогіки.
Результати показали, що штучний інтелект у музичному продакшні еволюціонував 
відповідно до послідовного процесу розроблення нових поколінь моделей: від раніш-
ніх символьних систем до глибоких генеративних архітектур і мультимодальних 
технологій перетворення тексту на музику. З кожним етапом удосконалення моде-
лей музичні продюсери отримували нові інструменти для творчості, але суттєві 
обмеження та недоліки, що зберігаються і досі, зумовлюють необхідність підго-
товки професіоналів до критичного оцінювання та здійснення адаптації згенерова-
ного матеріалу, що інтегрується в цифрові аудіоробочі станції (DAW). Основними 
перспективами підготовки майбутніх магістрів музичного мистецтва до творчої 
діяльності в сучасному професійному середовищі визначено необхідність набуття 
технологічної грамотності, адаптивності в роботі зі згенерованим матеріалом, 
здатності до взаємодії зі штучним інтелектом у форматі спільної творчої та кри-
тичного усвідомлення технологічних і художньо-творчих обмежень. Перспективою 
подальших досліджень є визначення сутності та функцій специфічних умінь майбут-
ніх магістрів музичного мистецтва для успішної творчої діяльності в сучасному про-
фесійному середовищі, реалізуючи цикл музичного продакшну з використанням тех-
нологій штучного інтелекту.
Ключові слова: штучний інтелект, музичний продакшн, цифрові аудіоробочі станції 
(DAW), моделі глибокого навчання (RNN, VAE, GAN, Transformer), підготовка майбут-
ніх магістрів музичного мистецтва, технологічна грамотність.
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